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Context



Introduction
● Focus shift: point predictions to prediction uncertainty.

● Conformal Prediction: predictive regions with finite-sample marginal validity 

under mild i.i.d. assumptions (Vovk et al. 2005, Shafer & Vovk 2008).

● Main ingredient: conformal score            .

● Choice of conformity score is critical: influences the shape and informativeness 

of predictive regions (Angelopoulos & Bates 2021).

●  Standard CP: mostly capture aleatoric uncertainty.

●  Another source of uncertainty: epistemic uncertainty (Hüllermeier & 

Waegeman 2021).

●  CP with narrow predictive intervals in regions with few training data.            



Figure 1: A comparison of predictive intervals from standard split-conformal regression and 
our proposed EPICSCORE approach.



Existing approaches
● Few strategies focus on integrating epistemic uncertainty.

● Existing approaches (e.g., Rosselini et al. 2024, Cocheteux et al. 2025) restricted to 

specific conformal scores (quantilic or regression).

● Our approach: 

○ Integrate epistemic uncertainty on any conformal score;

○ Leverage Bayesian approaches to model epistemic uncertainty of             ;

○ Maintains marginal coverage guarantees (achieves asymp conditional);

○ Enhance rather than replace the conformal score;



Our approach



Review of split-CP 
● Partitions data into           and          .

● Fit nonconformity score            on          .

● Compute        using the calibration set:

● Prediction set for a new         :

● Marginal coverage guarantee 



EPICSCORE



Figure 2: EPICSCORE illustration scheme



Theoretical guarantees and some details
● Marginal Coverage guarantee (Theorem 1).

● Asymp. conditional coverage if predictive distribution converges (Theorem 2).

● Practical model choices for predictive distribution:

○ BART (Chipman et al. 2012);

○ Gaussian Process (Williams & Rassmussen 2006);

○ Mixture Density Network with MC-Dropout (Bishop 1994, Gal & 

Gharamani 2016)



Applications



Real data comparisons
● Comparisons over 13 real datasets
● 6 different metrics, with highlight for two:

○ Average Interval Score Loss
○ Outlier to inlier interval ratio

● Comparing in regression and quantile regression contexts



Application to image data



Final Remarks



Final remarks
● EPICSCORE: new conformal score incorporating epistemic uncertainty into 

any predictive region.

● Preserves marginal coverage and achieves asymptotic conditional coverage.

● Good empirical results.

● Approach flexible to different problems (classification, regression, etc.).

● Future works:
○ Extend EPICSCORE to settings with distribution shift.

○ Circumvent splitting of calibration set.
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